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Bigger batch size is better!
RoBERTa



Next sentence 
prediction doesn’t help

RoBERTa



Pretrain on more data 
for as long as possible!

RoBERTa



Pretrain on more data 
for as long as possible!

RoBERTa



Standard Transformer LM
pred x2 pred x3 pred x4 pred x5 pred x6 pred x7 pred x8 pred x9



TransformerXL
pred x2 pred x3 pred x4 pred x5 pred x6 pred x7 pred x8 pred x9

TransformerXL



TransformerXL
TransformerXL



More sample-efficient training
ELECTRA


