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Disclaimer: we mean, roughly, what a typical five year old knows about the world, including fundamental categories like time and space, and specific domains such as  physical  objects  and  substances;  plants,  
animals,  and  other  natural  entities;  humans, their psychology, and their interactions;  and society at large.  We will not attempt to be precise about this, but let us indicate roughly which issues we are considering 
and which we are ignoring.  Obviously, this body of knowledge in fact depends on place, time, culture, social  standing,  personal  characteristics  (e.g.   unusual  cognitive  or  physical  abilities  or disabilities), 
schooling, perhaps on language. We ignore all that; without embarrassment, we have in mind a 21st-century, first-world, urban, with an  appropriate level of schooling.

Common sense is sound practical judgement  

• Concerning everyday matters 

• Basic ability to perceive, understand, and judge  

• Shared by ("common to") nearly all people. ----Wikipedia

A lake divides into two lakes when the water level falls

A five-year-
old would 
know this! 

A five year old 
would also know 

the brick will fall if 
it’s not placed 

correctly

Commonsense: Essential in AI [1] 

[1] https://cacm.acm.org/magazines/2015/9/191169-commonsense-reasoning-and-commonsense-knowledge-in-artificial-intelligence/fulltext?mobile=false#F1



Commonsense: Essential in AI [1] 

• Natural Language Processing

◦ Machine Translation: reading and hearing.

◦ Smart Home Assistant

[1] https://cacm.acm.org/magazines/2015/9/191169-commonsense-reasoning-and-commonsense-knowledge-in-artificial-intelligence/fulltext?mobile=false#F1



Logical Formalization of Commonsense

[1] Programs With Common Sense. John McCarthy 1959

In order for a program to be capable of learning something it 
must first be capable of being told it — John McCarthy [1]

Programs with Common Sense was probably the first paper on logical AI, i.e. AI in 
which logic is the method of representing information in computer memory and not just the 
subject matter of the program. The paper was given in the Teddington Conference on the 
Mechanization of Thought Processes in December 1958 and printed in the proceedings of 
that conference. It may also be the first paper to propose common sense reasoning 
ability as the key to AI.

Advise Taker

https://web.archive.org/web/20131011125002/http://www-formal.stanford.edu/jmc/mcc59.html


Logical Formalization of Commonsense
Deductive

Propositional Logic

First-Order Logic

Modal Logic

Plausible Reasoning

Non-monotonic Logic Probabilistic Logic Fuzzy Logic

[1] Davis, Ernest. "Logical formalizations of commonsense reasoning: a survey." Journal of Artificial Intelligence Research 59 (2017): 651-723.

Incomplete list of 
different logic 

systems.



But … it did not end up well. 

Past failures (in 70s – 80s) are inconclusive

-- weak computing power

-- not much data

-- not as strong computational models

-- not ideal conceptualization / representations

Logical Formalization of Commonsense

[1] ACL 2020 Commonsense Tutorial

“I was told not to speak the word 
commonsense…” —Yejin Choi [1]



• Commonsense Knowledge. 

• Learn the Right Representation.  

• Commonsense Knowledge in Pre-trained LMs. 

• Benchmark Datasets for Evaluation.
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Vector Representation
[Mikolov, Sutskever, Chen, Corrado and Dean 2013]

[Devlin, Chang, Lee and Toutanova 2019]
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Vector Representation
[Mikolov, Sutskever, Chen, Corrado and Dean 2013]

[Devlin, Chang, Lee and Toutanova 2019]
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Gaussian Representation
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[Vilnis and McCallum 2014]
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[Vilnis and McCallum 2014]
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[Vilnis and McCallum 2014]

✓ Asymmetry✓ Region

mammal

ra
bb

it

✓ Disjointness

deer



Gaussian Representation
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[Vilnis and McCallum 2014]
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[Vendrov, Kiros, Fidler and Urtasun 2015]
[Lai and Hockenmaier 2017]
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[Vendrov, Kiros, Fidler and Urtasun 2015]
[Lai and Hockenmaier 2017]
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Cone Representation
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[Vendrov, Kiros, Fidler and Urtasun 2015]
[Lai and Hockenmaier 2017]
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Cone Representation
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[Vendrov, Kiros, Fidler and Urtasun 2015]
[Lai and Hockenmaier 2017]
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Cone Representation
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[Vendrov, Kiros, Fidler and Urtasun 2015]
[Lai and Hockenmaier 2017]
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Cone Representation
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[Vendrov, Kiros, Fidler and Urtasun 2015]
[Lai and Hockenmaier 2017]
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✓ Asymmetry✓ Region ✓ Disjointness ✓ Closed under intersection
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[Vilnis, Li, Murty and McCallum 2018]
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✓ Asymmetry✓ Region ✓ Disjointness ✓ Closed under intersection

[Vilnis, Li, Murty and McCallum 2018]
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Box Representation

22

be on 
bench

man relax

[Vilnis, Li, Murty and McCallum 2018]

Unit Box

Common Sense

Sit down



Box Representation 
Training Video

Video Credit: Michael Boratko.

AladdinThe Lion King Forest Gump

Lord of the Rings 3

Lord of the Rings 2

Rear Window

North by Northwest
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Box Training Difficulty

Current Goal Hard Box Training Result

Dasgupta, Shib Sankar, et al. "Improving Local Identifiability in Probabilistic Box Embeddings." NeurIps (2020).



Box Training Loss

Hard Box (ACL 2018) Smoothed Box (ICLR 2019) Gumbel Box (NeurIps 2021)

Dasgupta, Shib Sankar, et al. "Improving Local Identifiability in Probabilistic Box Embeddings." NeurIps (2020).

Li, Xiang, et al. "Smoothing the geometry of probabilistic box embeddings." International Conference on Learning Representations. 2019.



Words examples
Deer

P(deer) 0.11
~white 0.13
animal 0.50

~white, animal 0.54
~white, animal, herbivore 0.73

~white, ~rabbit, animal, herbivore 0.80
~herbivore, ~white, ~rabbit, animal 0.00

0
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Sentence examples
• Flickr dataset is an entailment dataset containing 45 

million image captions.


• Examples

x p(x) y p(y) p(x|y)

person walk 0.11516 blond woman walk 
down sidewalk 1.6E-04 1.0

person wear clothing 0.43036 adult dance on floor 3.9E-04 0.9

man play percussion 
instrument 0.00347 drummer 3.4E-03 0.51

man wear jacket 0.03077 snow on ground 5.1E-04 0.31

in basement 4.3E-04 hold instrument 5.9E-03 0.0067
Lai, Alice, and Julia Hockenmaier. "Learning to predict denotational probabilities for modeling entailment." Proceedings of the 15th Conference of the European Chapter of the Association for Computational Linguistics: Volume 1, Long 
Papers. Vol. 1. 2017.



• Commonsense Knowledge. 

• Learn the Right Representation.  

• Commonsense Knowledge in Pre-trained LMs. 

• Benchmark Datasets for Evaluation.
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Do Pre-trained LMs Already Capture 
Commonsense Knowledge?



Commonsense KB relations  = > Natural language template = > Using LMs to query / score

Do Pre-trained LMs Already Capture 
Commonsense Knowledge?

• Feldman et al. (EMNLP 2019)

• ConceptNet, mining from Wikipedia

• Hand-crafted templates scored by GPT2

• BERT

• Performs worse than supervised methods on 
ConceptNet but is more likely to generalize 
to different domains. 

• LAMA: Petroni et al. (EMNLP 2019)

• ConceptNet and Wikidata

• Hand-crafted templates

• ELMo / BERT

• BERT performs well but all models 
perform poorly on many-to-many 
relations. 

Adopted from ACL Commonsense tutorial: Knowledge in LMs.



Does the prompt matter?

• Yes! It matters! AutoPrompt (Shin et al., EMNLP 2020)


• Generating gradient guided prompt.



Properties of Concepts (Weir et al., 2020)

1. Do pre-trained LM correctly distinguish concepts 
associated with a given set of properties?

2. Can pre-trained LMs be used to list the properties 
associated with given concepts?

Do Pre-trained LMs Already Capture 
Commonsense Knowledge?

Adopted from ACL Commonsense tutorial: Knowledge in LMs.



Properties of Concepts (Weir et al., 2020)

1. Do pre-trained LM correctly distinguish concepts 
associated with a given set of properties?

• A ___ has fur.

• A ___ has fur, is big, and has claws.

• A ___ has fur, is big, and has claws, has teeth, is an 
animal, eats, is brown…

Do Pre-trained LMs Already Capture 
Commonsense Knowledge?

Adopted from ACL Commonsense tutorial: Knowledge in LMs.



Properties of Concepts (Weir et al., 2020)

1. Do pre-trained LM correctly distinguish concepts 
associated with a given set of properties?

• Good performance, RoBERTa > BERT

• Perceptual (e.g. visual) < non-perceptual (e.g. 
encyclopaedic or functional).

• Highly-ranked incorrect answers typically apply to a 
subset of properties. 

Do Pre-trained LMs Already Capture 
Commonsense Knowledge?

Adopted from ACL Commonsense tutorial: Knowledge in LMs.



Properties of Concepts (Weir et al., 2020)

1. Can pre-trained LMs be used to list the properties associated with given concepts?

• Low correlation with human elicited properties, but coherent and mostly “verifiable 
by humans”

Do Pre-trained LMs Already Capture 
Commonsense Knowledge?

Adopted from ACL Commonsense tutorial: Knowledge in LMs.



• LMs also generate fictitious facts!

Can we trust knowledge from LMs?

Distributionally-related:

Syntactically-similar:

Adopted from ACL Commonsense tutorial: Knowledge in LMs.



• Commonsense Knowledge. 

• Learn the Right Representation.  

• Commonsense Knowledge in Pre-trained LMs. 

• Benchmark Datasets for Evaluation.
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Benchmark Evaluation Dataset

• Besides probing the model using commonsense knowledge bases, are there 

standard commonsense benchmark datasets to evaluate the model? 

• Question Answering. 

• Natural Language Inference. 

• Coreference Resolution.   

• …

https://leaderboard.allenai.org/



Task Type Domain Example Gap to Human Perfomance

Multi Choice QA Grounded 
commonsense. 95.6% - 93.85% = 1.75%

Multi Choice Selection Abductive 
Reasoning 92.90% - 89.70% = 3.2% 

Multi Choice QA Reading 
Comprehension 94% - 91.79% = 2.3%

Multi Choice QA Naive physical 
reasoning 94.9% - 90.13% = 4.77%

Multi Choice QA Social 
commonsense 88.1% - 83.15% = 4.95%

Multi Choice QA Coreference 
resolution 94% - 91.28% = 2.72%

Multi Choice QA Vision & Language 85% - 77.79% = 2.3%

Benchmark Evaluation Dataset

https://leaderboard.allenai.org/



Benchmark Evaluation Dataset

https://leaderboard.allenai.org/

Task Type Domain Example Gap to Human Perfomance

Multi Choice QA Grounded 
commonsense. 95.6% - 93.85% = 1.75%

Multi Choice Selection Abductive 
Reasoning 92.90% - 89.70% = 3.2% 

Multi Choice QA Reading 
Comprehension 94% - 91.79% = 2.3%

Multi Choice QA Naive physical 
reasoning 94.9% - 90.13% = 4.77%

Multi Choice QA Social 
commonsense 88.1% - 83.15% = 4.95%

Multi Choice Selection Coreference 
resolution 94% - 91.28% = 2.72%

Multi Choice QA Vision & Language 85% - 77.79% = 2.3%

Generative Evaluation



✦ ProtoQA (EMNLP 2020): dataset that captures prototypical situation.

✓ Multiple correct answers.

✓ Scores for each answer. 

0

12.5

25

37.5

50

Sho
wer

Brea
kfa

st
Dres

s

Loc
k D

oo
r

Groo
m

Say
 G

oo
db

ye Pray Jog

114577

30

43Name something that 
people usually do 
before they leave the 
house for work?

Benchmark Evaluation Dataset
Generative Evaluation



ProtoQA (EMNLP 2020) 

✦ Generative Evaluation

✓ Evaluate multiple correct answers generative by the model.

✓ Reward models with correct ranking of answer list.

✓ Reward models with higher coverage of answer list.



Results

Numbers reported are percentage of perfect score, i.e. answering with a list with an element from each answer cluster 
in decreasing order would yield 100. 
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Summary
• Commonsense Knowledge. 

• Learn the Right Representation. 

• Commonsense Knowledge in Pre-trained LMs. 

• Benchmark Datasets for Evaluation.
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